
 

 

Abstract - One month and one week ahead predictions of 
suburban average electricity load are presented. Although we 
have a lot of data available for our work, only the most recent of 
it may be of importance. Consequently, we managed with limited 
amount of data, and we proposed two independent mutually 
supporting solutions of artificial neural networks (ANN). ANN 
have been proven as very reliable in real time system such is 
electricity consumption.  Prediction with ANN is the topic of our 
previous work where we obtained small prediction errors. In this 
paper it will be shown a comparative analysis of the prediction 
error in the cases of monthly and weekly forecasting of the 
electricity load. In this way, we will try to emphasize importance 
to undertake these predictions in order to reduce the cost of 
production, transmission, consumption and other, of electricity 
load. 
Keynotes— electric load forecast, error prediction, electricity, 
artificial neural networks 

I. INTRODUCTION 

 
Electric load foerecasting has always been important for 

planning power generation and operational decision carried 
out by the manufacturer and utility companies. It is vital in 
many aspects such as providing price effective generation, 
system security, scheduling fuel purchases [1]. The load 
forecast error produces high extra costs: if the load is 
underestimated one has extra costs caused by the damages due 
to lack of energy or by overloading system elements; if the 
load is overestimated, the network investment costs overtake 
the real needs, and the fuel stocks are overvalued, locking up 
capital investment. Consequently, the quality of load 
forecasts, especialy short-term load forecasting, which we 
describe later, has greatly importance for energy supliers, 
utility companies, financial institutions, and other participants 
in electric energy generation, transmission, distribution, and 
martkets [2]. Accurate forecasting is very important as there 
are significant financial implications.  

The power load value is determined by several 
environmental and social factors among which the seasonal 
and daily profiles are the most influential. Temperature and 
air humidity are the primary parameters determining the 
energy consumption generally and especially in urban 
residential areas. Working times, holidays, and seasonal 
behaviour influence the load-time function. 
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All together, the load curve is a nonlinear function of many 
variables that map themselves into it in an unknown way. 

In this paper [3] we found the inspiration for our work. 
Prof. Mendel claims: "Prediction of short time series is a 
topical problem. Cases where the sample length N is too small 
for generating statistically reliable variants of prediction are 
encountered every so often. This form is characteristic of 
many applied problems of prediction in marketing, politology, 
investment planning, and other fields." Further he claims: 
"Statistical analysis suggests that in order to take carefully 
into account all components the prediction base period should 
contain several hundreds of units. For periods of several tens 
of units, satisfactory predictions can be constructed only for 
the time series representable as the sum of the trend, seasonal, 
and random components. What is more, these models must 
have a very limited number of parameters. Series made up by 
the sum of the trend and the random component sometimes 
may be predicted for even a smaller base period. Finally, for a 
prediction base period smaller than some calculated value 
Nmin, a more or less satisfactory prediction on the basis of 
observations is impossible at all, and additional data are 
required". 

Among the fields not mentioned in [3], dealing with really 
small set of data or "prediction base period", we will discuss 
here weekly and monthly short-term prediction of electricity 
loads at suburban level or on the level of a low voltage 
transformer station. In fact, the amount of data available in 
this case is large enough to apply any other forecasting 
method [4,5,6] but looking to the load diagram i.e. weekly 
(and monthly) load-value curves, we easily recognize that past 
values of the consumption are not very helpful when 
prediction is considered. That stands even for data from the 
previous week (month) and for data from the same week 
(month) in the previous month (year). Accordingly, we 
propose the problem of prediction of the load value in the next 
week (month) to be performed as a deterministic prediction 
based on very short time series. To help the prediction, 
however, in an appropriate way, we introduce past values e.g. 
load for the same week (month) but in previous month (year). 
That is in accordance with existing experience claiming that 
every month (week) in the year (month) has its own general 
consumption profile [7].  

II. RELATED WORKS 

The prediction of a time series is synonymous with 
modelling the underlying physical or social process 
responsible for its generation. This is the reason of the task 
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In previous work [8, 19, 20, 21] we presented our ideas 
about method and new architectures of ANN. In the next, we 
will first briefly introduce the feed-forward neural networks 
that will be used as a basic structure for prediction throughout 
this paper.  

In prediction of time series, in our case, a set of observables 
(samples) is given, meaning that only one input signal is 
available being the discretized time [23]. To get the average 
monthly/weekly consumption we averaged the data for every 
month/week of the year/month. According to (1) we are 
predicting one quantity at a time meaning one output is 
needed, too. The values of the output are numbers (average 
power for a period of one month, week). To make the 
forecasting problem numerically feasible we performed 
transformation in both the time variable and the response. The 
time was reduced by t0 so that  

t=t*-t0.             (2)  

Having in mind that t* stands for the time (in month, weeks), 
this reduction gives the value of 0 to the time (t0) related to the 
first sample. The samples are normalized in the following way  

y=y* -M            (3)  

where y* stands for the current value of the target function, M 
is a constant (for example: M=596.859/595.19, being the 
average monthly/weekly consumption for a year/month).  

If the architecture depicted in Fig. 1 was to be implemented 
(with one input and one output terminal) the following series 
would be learned: (ti, f(ti)), i=1,2,....  

Starting with the basic structure of Fig. 1, in [16] possible 
solutions were investigated and two new architectures were 
suggested to be the most convenient for the solution of the 
forecasting problem based on short prediction base period. 
Here, however, having in mind the availability of data related 
to previous year/month, these architectures will be properly 
accommodated. 
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Fig. 2. ETCR. Extended time controlled recurrent ANN 
derivated from TCR [16] 

We presented the first one, named Extended Time 
Controlled Recurrent (ETCR) architecture. It is made from the 

TCR ANN on the way described in [16]. This structure is 
depicted in Fig. 2. 

Here in fact, the network is learning a set in which the 
output value representing the average power consumption for 
a given month/week in a given year/month is controlled by the 
present time and by its own previous instances: 

...3,2,1),,,,( ,13,2,1,,   ipppptfp ininininiin       (4) 

Here n stand for the number of the month/week in the 
year/month. In that way the values indexed with n are from 
the actual year/month, while the value indexed n-1 is from the 
previous year/month. i stands for the i-th sample in the 
year/month selected. The actual value pn,i is unknown and 
should be predicted. Incrementing i, in fact, means moving the 
prediction window one step ahead.  

The second structure was named Extended Feed Forward 
Accommodated for Prediction (EFFAP) and depicted in Fig. 
3. We extended the FFAP architecture exactly in the same 
way as we did with the TCR [16]. Our idea was here to force 
the neural network to learn the same mapping several times 
simultaneously but shifted in time. In that way, we suppose, 
the previous responses of the function will have larger 
influence on the f(t ) mapping. 

In that way for the approximation function we may write 
the following 

{pn,i+1, pn,i, pn,i-1, pn,i-2} = f(ti, pn-1,i}  i=1.2.3...       (5) 

The new network is approximating the future (unknown) 
value pn,i+1, based on the actual time ti, the actual consumption 
pn,i, the past consumption values for the given year/month 
(pn,i-k, k=1,2,3), and the past consumption values for the same 
month/week at the actual time of the previous year/month (pn-

1,i).  

In the next the procedure of implementation of ETCR and 
EFFAP network will be described.  
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Fig. 3. EFFAP. Extended feed forward accommodated for 
prediction ANN derivated from FFAP [16] according to (5) 
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       Fig. 4. Steps in obtaining a prediction 

The new procedure we are promoting in [21] is depicted in 
Fig. 4. We start with a time series obtained from [23]. Then 
we arrange the training sets in two ways appropriate to the 
two ANN structures we use.  

For both EFFAP and ETCR we make eight predictions with 
eight networks with rising number of hidden neurons starting 
with 3 and ending with 10. In that way we obtain two vectors 
of predictions; one for the EFFAP and the other for the ETCR 
ANN.  

In the next step we search the two vectors for the most 
similar prediction that is for predictions which support each 
other. These are picked from their vectors as final ETCR and 
final EFFAP prediction. The process ends by adopting the 
final prediction obtained as an average of the above two. 
Namely, if the two predictions are supporting each other they 
are of equal importance while none may be qualified as the 
better one. So, the average is the best representative. 

IV. DATA AND ERRORS 

 In our work we used data from the UNITE competition  
[23]. Since there are data for two years only, we created 24 
instances for monthly and 101 instances for weekly 
consumption. Having in mind, however that our method asks 
for a value of the load for the same month in the previous 
year, the first 12 instances are to be reserved. Furthermore, to 
start the prediction we need some values of the previous 
months. For these reasons we started the prediction with the 
fourth part of the data i.e. from the 19th month. The weekly 
prediction started at the end of the first year (last week of 
December) which, as will be discovered later is of importance 
for the prediction results. 

TABLE I  
THE MOST SIMILAR ETCR AND EFFAP SOLUTIONS ON RESTORED ORIGINAL 

INPUT DATA FOR MONTHLY PREDICTION 

 

tn 
ECTR EFFAP Average 

(p) 
Expected

mh p mh p 
19 3 501,358 4 512,897 507,128 510,2098
20 9 502,551 3 493,109 497,830 496,3975
21 7 511,576 7 563,501 537,539 536,7299
22 4 598,954 7 614,244 606,600 617,8031
23 4 684,131 7 681,784 682,957 680,6868
24 4 697,091 3 719,561 708,326 717,1586

In order to get even better insight into the results, the 
prediction error was calculated and depicted in Table II. As 
can be seen the error of the average value compared with the 
expected one is less than 2% in all six cases. A graphical 
representation of Table I is given in Fig. 5.  
 

TABLE II 
 PREDICTION ERROR FOR MONTHLY PREDICTION 

 

tn 
Error (%) 

ECTR 
Error (%) 
EFFAP 

Error (%)
Average 

19 1,735 -0,5267 0,604
20 -1,240 0,6625 -0,289
21 4,687 -4,988 -0,151
22 3,051 0,576 1,813
23 -0,506 -0,161 -0,334
24 2,798 -0,335 1,232

 
 It is interesting to note that the prediction errors of the 
ETCR and the EFFAP ANNs are much larger (less than 6%). 
That means that the worst prediction would never exceed that 
value. By good luck, however, in this case, cancellation 
occurred during the computation of the average which led to 
an extraordinary good result. 
 

TABLE III 
 THE MOST SIMILAR ETCR AND EFFAP SOLUTIONS ON RESTORED ORIGINAL 

INPUT DATA FOR WEEKLY PREDICTION 

 

tn 
ECTR EFFAP Average 

p 
Expected

p mh p mh p 

51 5 746.759 5 736.506 741.633 615.027
52 7 662.406 8 663.523 662.964 647.869
53 3 579.127 9 706.465 642.796 661.6578
54 9 740.493 8 635.385 687.939 683.78
55 10 675.972 5 668.981 672.477 696.83
56 5 697.742 8 698.717 698.23 726.75
57 9 761.235 10 762.086 761.66 726.583
58 6 716.076 6 719.692 717.884 690.366
59 6 670.976 4 687.522 679.249 668.848
60 4 662.313 6 663.963 663.138 649.366

 



 

H
now
for 
AN
by e
cho
 

Fig
 

-1

-0.

0

0.5

1

1.5

2

 

 
Not
wer
Tab
earl

Here, we mad
w, for weekly 

example, for
NN built by nin

eight neurons
osen and the av

. 5. Visualizat

1

5

5

5

19

Aver
E

Fig. 6. Month

PRED

ti 

51 
52 
53 
54 
55 
56 
57 
58 
59 
60 

te, to complet
re to be restor
ble I and Tab
lier depicted. F

de a similar ta
prediction an

r the 54th we
ne hidden neu
 were the mo
verage calcula

tion of the last

20 2

rage Prediction
Error (%)

hly prediction 
solu

TAB

DICTION ERROR FO

Error (%) 
ECTR 

E

-21.4 
-2.24 
12.5 
-8.3 
3.0 
4.0 

-4.77 
-3.72 
-7.06 
-1.99 

te the predict
red. That prac
ble III were o
Fig. 5 depicts 

able as for m
nd we follow 
eek the predic
urons and the 
st similar one
ated. 

t two columns

1 22

n 

 

error (in %) o
ution 

 
BLE IV  
OR WEEKLY PRED

 

Error (%) 
EFFAP 

Er
A

-19.8 
-2.42 
-6.77 
7.08 

4.0 
3.86 

-4.89 
-4.25 
-7.60 
-2.25 

tion the value
cticaly meant
obtained by i
the two last c

monthly predic
the algorithm

ction of the E
EFFAP ANN

es. These two 

s of Table I 

23
M

of the average

DICTION 

rror (%) 
Average 

-20.6
-2.33
2.85

-0.608
3.5

3.92
-4.83
-3.99
-7.33
-2.12

es produced b
t that all entri
incrementatio
columns of Ta

ction, 
m. So, 
ETCR 

N built 
were 

24
Months

ed 

by (3) 
ies of 

on M, 
able I. 

Nam
toget

F

 Fi
the 
depi
Tabl
week

 

-20

-15

-10

-5

0

5

10

F

It 
last 
pred
  

Re
mon
base
was 
elect
avail
That
We 
arch
syste
that 
pred
prop
hidd
to m

mely the expe
ther. Fig. 7 de

ig. 7. Visualiz

inally, in orde
weekly/monh

cted in Table
leII/Table IV
kly is given in

51 52

Average Pred
Error (%

Fig. 8. Weekl

is easy to rec
week of the

diction error no

esults obtaine
nth ahead pred

d on short tim
shown first th
tricity load, e
lable, only th
t gives rise to 
here propos

itectures of 
ematic solutio

are in use. 
dicted data ave
posed. A speci
den neurons w
monthly and w

ected and the
epicts the two 

zation of the la
 

er to get even
hly prediction
e II/TableIV. 
(averaged pre

n Fig. 6 and Fi

53 54 55

diction 
%)

 
y prediction e

solu
 

cognize that a
 year, the pr
o larger than 8

IV. CONC

d by a new m
diction of sub
me series, we
hat for the sub
ven though a

he most recen
prediction ba
ed implemen

artificial ne
on of that pro

To further r
eraging of tw
ific approach 

was implement
weekly foreca

e predicted v
last columns 

ast two colum
 

n better insigh
on error was

A graphical 
ediction error
ig.8, respctive

5 56 57

 
error (in %) of
ution  
 
after escaping

prediction goe
8%. 

CLUSION 

method related
burban averag
ere presented 
bject of short t
a large amoun
nt of it may b
ased on limite
ntation of so
eural networ

oblem as opp
rise the depe

wo independen
to the choice

ted. Example 
asting of the e

values are dr
of Table III. 

mns of Table II

ht into the res
s calculated 
representatio

r for monthly 
ely).  

58 59 60

Wee

f the averaged

g from the “fa
es smoothly 

d to one week
ge electricity l

and compare
term predictio
nt of data may
be of importa
ed amount of d
ome instances
rks as pote
osed to heuri
endability of 
nt predictions 
 of the numbe
was given rel
electricity loa

rawn 

 
II 

sults, 
and 

n of 
and 

0

eks

 

d 

fatal” 
with 

k and 
load, 
ed. It 
on of 
y be 
ance. 
data. 
s of 

ential 
istics 
f the 

was 
er of 
lated 
ad at 



 

suburban level. Prediction was carried out on real data taken 
the literature. Acceptable prediction errors were obtained.    
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